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Minimum Variance Unbiased Estimates*

Generalization of Thompson's Distribution.

Random Orthonormal Bases.

by Andre G. Laurent
Department of Mathematics
Wayne State University

1.0 Let X;--XN be a sample of N independent observations with aN4
normal distribution N(m,cr-). In 1935, W. R. Thompson has obtained

the probability distribution of an observation X, chosen at random

in the sample, when the mean m and the standard deviation o are

replaced by the corresponding sample characteristics [i]; namely J

(X1-302/(N- ) S follows an incomplete beta distribution with

parameters 1/2 and (N/2)-1.

This result has been generalized in several directions, in

[2]; the distribution of a sample is given after its being

centered and studentized by means of the mean and standard devia-

tion of an independeni sample; the distribution of a subsample

is derived when m and 6- are replaced by the corresponding sample

characteristics, and the conditional distribution of a subsample

is obtained given X and S.

Further generalizations have been presented in [3) where the

results just mentioned are extended to the case of the multivariate

normal distribution. Applications to Bombing Theory were proposed

in [4].
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,., Let ( ) # ,... .. ,). th , (X,.-.X2 ,.X) be

a subset of observations from a set of H1 Independont observations

(X) = (XI,.., Xi,.XN) - (XJ) with the same p-variate normal dis-#I

tribution N(m, ); let m' and S be the vector mean end covarlance

rn'erix of the sub-et ( ) t "rh distribution ofv4avpn m mnd S

f.or k 4 .R- - / k/2

in the domain where the determinants ore positive, with

S'C; = (M - r-il') ( ) -

and
,,. ,,.o r .. . ...-, c ir. j .. , .. . , - -i )/zj, .. [CC(N..k-p) /ziJ...

kp/2 (k-I) p/2

This result was given in [3].

2.1 In view of the completeness of M'S, it results from Blackwell's

theorem that

will provide a uniformly minimum variance unbiased estimate of

E[tf(I )] if it exists.

As a spccial application, if
,,(A~m,1 :(, IN a  ) d x ,

a f-inimurm variance unbiased estiina-e of a(Am,) will be given by

r ni'S)d with k I,
IA ,.4.

since an unbiased estiwiatr ot g(A,m.) is provided by the charac-

teristic function IA( ) of he set A whose conditional expected

value is given by the integral ,bove. Further, in view of the

fact that summation keeps unbiasedness, the ninimum variance un-

biased estimate of the density 14(m,'.) is (iJ IM'S)o



The already established results for the univari ate distribution

can be obtained by considering it as a speciaI case of the multi-

variate situation.

2.2 Tile conditional probability distribution of m ~gvnm,

is obtained by writing the joint distribution of tne mnean m ' and co-
t. 

n

variance matrix S of a sample of size n =N-k and of m' and S .
nS

then performing the change of variable

m!= -m1 kmf /nn

S = IS/n ks In - S*k[J/n 2
n

subsequently dividing by the distribution of S. 1

ril is r(m,*in) distributed, Sn is 17tn-1) distributed, the

Jecobian of the change of variables is

D n) (f/)p(p+3)/2

0- D(re 5)

m is If( M,*/N(' S is 1,(,N-i) distributed.

After grouping terms, oneobtains for pzkzN-p

(dm s, I )dd=

k p/2 p(p+I)/4 p
c k j i/r [T F N-j)/2]

It-t0N k-) rrN-k-j) /2 3p(k-j) /21

in the domain where the determinants are positive,,

2.3 In view of the cornrleteness of mtS, the ker-nel

if Tn( )S n ) is an unbiased estimate of a function I~m
of the paramneters, then, as a consequence of the !iniqueness of



minimum variance unbiased lI near estimates in case of completeness

(p,(mt,S) = ... 4... l4k(m.,s € ) 4'(m ,s1 Jrn!S)dm" dSc

Ibe, minimum variance unbiased linear estimates are a subclass of

the solutions of this integral equation which defines a multivarlate

transformation.

30 In case X is normally distributed N(O,a), univariate situa-

* tion, or N((OJ), multvariate situation, other generalizations are

of interest.

3.1 In tihe univariate case, let X be a set of N observations

S o.X with probabiliiy distribution N(O,c-), the conditional

distribution of a subsample of k items drawn from X at random,

given the mroment of order two m (X) of the set X, is obtained by

writing tiie joint distribution of the mom ent of order two, m'(X n)

of a sample Xn of size n = N-k atid of an independent sample of

k tfems, performing the change of variables

rf (Xn) (N/n)m(X) - (k/n)mj( ) ,,ihose Jacobian is M/n, then
2 n)

dividing by the distribution of mt(X), one obtains with
X2

(X .. .x k)  k . N
f[~ jIm (X)]d =

N/2) m ) (N-k-2)/2 d9k..... k/2p -- -(k/N) n"( ).. . .

"i fl (N-k)/2] ( 2k/ [Nnl(X) k /2

in the domain where the bracket is positive.

if "= ? V -X), one obtains

JF



r(1) ~~(N-k-2)/ k/2N

i.e. the distribution of a subsample normalized by Ym'CX) is de-
2

pendent from mt.

rAlso, in case k =N-1, u 91VNm!(X), U;,,stJ are N-I In-
dependent coordinates of a N dimensional unit vector, and one has

N/_ rN/2 ] U , )-.1/2 u ,/ I

The distribu~tion of any coordinate ui being

S(N4-3)/2 2
-(I-u )du i u, .

(if 14 3 one obtains a rect-angula- distribution).

Clerl, te uatif =%\F~FU./V'7-T is Student distributed

vitF, N-1 degrees of freedom.

Ui i thecosine of the angle t f of the unit vector with any

directiou cs ad V =Vi-T cot. t 1

3.2 This result can be slightly generalized to the case of a

spherical distribution.

Let X = (Xi;*007X) have probability distribution f(X)dX,

let R _XXI, let (~d be spherical, i.e. (iX) h(XXO),

7 ~~t hen RZ is a suf f ic ien t statistic for (d'
knwn h(2 )RnX h R2 as- th (2~n I thh'i

'(X)dX h(R eara)dthXui

sphere in the n dimensional space',; integrating ou ~,1one

obtainsX5 ( R Ra h probability distribution oil R, a

well konresult.

77
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More explicitly, using polar coordinates

X = Rcos y

Xni = Rsin.! sintl o.oSinnn 2 cos nl

X = Rsin' ! .. .sinTn_ 2sinY n-• n

in (o,1T) if i . n-I, in(o;2W) if i = n-

dX = JdRd l.dn], "v * e:eS,

and d' nj = sinn-2 ~t'sin~n- 2 dt ro°'dLn- =Jd/R '

* dXl oodX]/IXnlRn -2

2

2W2

hencejfhe conditional distribution of X given R is

d . i~l = ) sinn-2 l,°'sin~n-2d I'dn-l

it is the distribution of the independent polar coordinates of a

unit vector equidistributed on the unit sphere. In terms of the

X.'s and u Is, this gives (taking into account both signs of X

n/2 dXlj,.dXrj P(n/2) -1-2

jXnj R ~~ IT/

Consequently the distribution of any subsample is the one

given in paragraph 3.1.7r I
This shows that "Thompson's distribution depends only on the

sphericity of the universe. If we consider a random unit vector,

with fixed origin, "chosen at random" in the n space I.e., with a

probability distribution invariant under the rotation group, we

see that we can construct such a. vector by normalizing a vector

whose distribution is spherical.-
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3.4 Let us consider a st()of ineedn osrain

ofoPdnsninlvector with distribution N(o ,~ (X) osrain

statistic S, is obtained by writing the joint distribution of

V ( ) nd the r;Zximum Ilikel ihood estimate S ofT obtained with

a srmple of n N-~observat ions, making the change of variables

and diiinq by 11he distribution or S&One obtains
S~d c I:c- k~% N-k- p-l1)/2 k/2

S i C, kN 1'3 I

v~l d fc p~.V-kin 'he d omn weeted~riat r oii

Now,- kS, kkk

so ~k kj (k!N)SS J= (S- /14) ~ INI S

f h ei e e-xists o unique tr~annqutar malirix T with positive diagonal

such ThOt NS X' X 'T then

Tr T tT j Jj Th 4)j T)~ T ~=
3 3 3



Now, it is known thaF

so that I
(k/N)S-S - i T - - T I (S-IN) '

One can also work with the varrab es 9 making the transformation

T one obtains for the distribution of ' ,

CQI -,I,4 d3
Ik /2

since the Jacobian D( )/D(f ) fT = SJ,

= '-I

is a procedure of studenflizat ion of the set and generalizes the

studenfization by R =V~m (X) in the univarlate case to the multi-
2

variafe case,

In some problems the fof lowing remark is of interest.

Consider theorthogonal IrNx 0 that diagonalizes (S-f/) into
#A

- I say, then prernUltiplying and postrnultiplying by 0-  and 0 we

have

where u. is the vector of the coordinate of w.ro to the system

of coordinates constituted by the eigen vectors of (S IN) i.e. of

NS, (which is almost surely of rank p).

One can consider the normal ization of these coordinates by

the roots 1/Fj.. Vh of A / we got, in terms of the new vari-

ables V
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CII VV J(N-k-p-I)/2dV

and the corresponding normalization is

V = VS 1 / 2

according to the usual definition of S !/ 2 (see, for Instance, [13)).

3.5 The conditional distribution of S, given S Is obtained

by writing the joint distribution of S I and Sn, making the change

of variables indicated in 3.4 and dividinq by the distribution of

S, one obtains

f (S~ tj S)dS =C. JI-(k/N)S~ 9 S J SN-l/ S~ 5  1 (- l/

.dS / IS j(p l)/2

with P

C = (k!N)I i'r-(N+-J)/2] ... .
Or (k+i-j) /2]T rc[(N-R I-j)/2J

* p 4. k - N-p, in the domain where the determinants are positive.

In terms of one obtains

C I T (N-k-p-l)/24 )  (k-p-l)12 d
.

d~

since the Jacobian of the transformations from " = kS to
IS l(p+I)/ 2

94 is IT = IS This is a generalization of

the incomplete beta distribution.

3.6 The results in 3.4 and 3.5 can be generalized to the case

of a probability distribution which depends on the set' X through

X X = NS, ioeo

(X)dX = h(X X)dX L_______t,
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Then X'X is a sufficient statistic for the distribution. It has

been shown by Hsu that the probability distribution of X'X - NS,

under such circumstances, is

g(X'X)dX'X 1' -p(p-)' XX h(X'X) dX X [9)

It is well known that there exists a unique triangular matrix T

with positive diagonal such that X'X = TT' andthat the transfor-

mation X = YT' defines the socalled "rectangular coordinates" T

[8]. To a considerable extent, what foilows overlaps the theory of

rectangular coordinates, though the approach is somewhat different.

3.6.1 The vectors (XI .. ,X, ...Xp ), span a space that is almost

surely p-dimensional. W'e want to construct an orthonormaI basis

(Yi I ,yj .. yp) in that space. This can be done by use of the

Schmidt's orthogonalization process, starting with X1 o

(Xl ....,X o X p )  = U(Y .... Y YP)

where U is an upper triangular operator (i.e in the system

(YIo..,YP), u is represented by an upper tfitangular matrix with

positive diagonal.)

now XIX = NS = ((XlXJ)) = ((UYpuYJ)) = ((YU'UYJ))

i.e. the i,j element of U'U matrix of U*u with respect to

(Y!.*J*YP) is the i,j element of NS that is U'U = TT" and

from the uniqueness of the factorization U = T'; consequently

X = YT'

Y has orthogonal columns and Y'Y = p~pp

x. - tjIY! +...+t iYJ

J '7J



X involves np free rando, variables,Y,np-p p+l)/2 as orthogonal

and T. p(p+l)/2 as triangular,

Y X T is a random orthonormal basis.

Now

Sf (X)dX= h(X'X) T dX dX
j N

let us study

1T dX = I dXj

~ N

One has = (t Y l + ... + . + t"Y
'jj-l

Consider the j-1 dimensional space spanned by Y4 ,Yj-I and complete

that basis by an orthonormal basis in the N-j+i dimensional comple-

mentary space; J. Y is the projection of in that space where
ts co rd n te a e i Xj *

its coordinates arc ° say. In the new N dimensional

basis XJ has coordinaes tjI.ootjj-V j...XN and since one passes

from the old basis to the new basis by a rotation one has

dXj = dtj ... dt dXj ..OdX-'jj-I j N

Using polar coordinates in the N-j+l complementary space we have

dXj*...dX j*=N J dtjjd
] - .jj d1 ; P-J+1

where dl denotes the elementary area of the unit sphere in: . N-j+ 1

the N-j+l dimensional space.

Therefore,

dX = d T . A Z _j+l

and since dT= 2 "P- tJJdXx and Tjj. I 1 one has

dX N2p -XI (Td N: +dX'X

Nj+l

b[
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d Nij+i symbolizes a differential expression involving N-j

f angles functionally independent [i.e. Np-p(p+l) variables for all

j from I to p.]

-P(x)dX = h(XIX)2P X'X (N TTdNJ+IdXIX

integrating the angles out, one obtains g(X'X) dX'X, mentioned

above, so that the conditional distribution of X given X'X is

~(XIXIX)dX=T N-1
I N-j+1

when expressed in function of the angular coordinates of the polar

systems of coordinates.

d2

is the distlribution (;f a unit vector YJ equidistributed on the unit.

sphere of the Wl-j+l dimensional space.

The distribution of X given X'X is inderendent from the nature
of - , the-e ore, all the results of 3.11 and 3.5 are valid without

the assumptic..n of norrnality, it is enough -that f (X) = h(XtX).

Making the change of variables X = YT' and integrating out T' we

obtain the distribution above, (since T and XIX are equivalent as

sufficient statistics), i.e. the Y have the distribution

Td "-5 +I:- ; more speci-,ically, the random basis (Yfooo1 yP)
t j 1-j+ 1l~

is constituted with unit vectors YJ that are uniformly distributed,

given , on theunit sphere of the N-j+l dimensional space

and the distribution of Y is the same as that of X given X'X Ti.

N
4<i



Y XTI 1 can be considered as a studentization or normall-

zation of X generalizing the normalization by V Nml(X) In the

univariate situation. One can write

i - N-j; J" 2 11"Np/2-p(p-t )//4

YJ~~~ ~ hscodntsY* j*
has coordinates Y'*' YN with respect to any orthonormal

jN
basis spanning the l-j+l space it belongs to, and the distribution

of those is

r[(N-j+l)/2]dYj* dY*
N-1

(N-j+!)/2 * /
[ I-(YJ*2 + -+ Y j*2)/2

21'[(N-j+1)12) dYi * 'o. d Y J "

= N-1

S(N-j+ )/2 7

(YJ can take two values when the other dependent coordinates of

YJ are fixed6)

3.6.2 To obtain the distribution of X given X'X as an explicit

function of the X or the Y , one ought to pass from the Y* to

the Y, choosing Np-p(p+!) functionally Independent Y1 , then, if

needed, come back to X, through X = YT'- only NP-p(p+l)/2 X.

are functionally independent, given X'Xo As a matter of fact,

only I.-j coordinates of xJ are inderendent, given X'X; this, In

view of the fact that T is triangular and that only 1l-j coordinates

of YJ are independent. This shows that it is possible to get the

J1I
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distribution of a subsample of k observations , given X'X, only

if the rminimum of N-j, namely N-p, is at most equal to k. As an

explicit function of the independent YJ (that we will denote as Y*)

the probability distribution of Y, i.e. of Y* is

S2D~N, N- p+,I

D(Y*) T" -Z N-jW I

'To obtain t.he Jacoblan, one can refer to [I0] where it is shown

that the Jacobian D(X)JD(T,Y" ) of the change of variables X YT!

is given by

S(X) D_ , D(Y'Y)

D(TY*) D(T Y) D(Y*' )

(wh1ere Y" denotes t. c se of dependent Y )

No',-, D(XYIY) 2piT:- see [1o

D(T,Y)

p

and D(T) = 2-pTF -p+i-1
D(X'X) I

so that

(X')dX =h(X'X) XX dX'X 2(I dY*
D(Y'Y)

D(Z N, . , l~ 41 _D Y ''

D(Y*) D(Y'Y)

the distribution of Y' isIj
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-2PiT'1 ) dY*/ED(Y'Y)/D(Y**]

N ih
where the general element of Y'Y isZ- Yh Y and of Y** is

I h
Y for k land o for ke >
N-k+l

3.6.3 In case N = p, one can also use Cayley's parametric repre-

sentation of Y.

akIf I1+Ym -A o, ie if Y is non-exceptional, then there exists

a skevw-symmetric matrix S such that

Y =(1+S)- (J--S) = (f-S)(1+S) "  (I-S)/(.T+S)
S=(1-Y) ( I+Y) (i+Y)" I (1-Y) = (I-Y)/(1+Y),

S non-exceptional since skev symmetric.

if H1+YI = o, i.e. if Y is exceptional, then it is known

that if one defines a sequence JJ of diagonal matrices

J = (-I-i t. .I)

in sucii a way that J difF'ers from J by changing the sign ofr
only one diagonal eiement and .if A is that set of matrices Y such

that

jY+1 o

i2 Y'i 0

Jr-iY+I j o

T + 1, 0

the set of exceptional matrices is Mr and Cayley's represen-

£L
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tation for such a matrix is

Y r (1--S)/It+S). S (IJ )11jy

f or somfe r> I

L et us, t1h en, part it ion t he space o f X i nto t he sets X4* and

X** such that, respciively,I

X =Y*T*. Y* non-exceptional

and X* '(~~* VY** exceptional I
one has

let us make the change of variablesI

whose Jacob on, afte,-r Hsu [H s

D(X)/(T "-''J=T t.p 2p p- )1 1+3*

hen *
dA 2dX*'X*ds*

hence, the distribution c f S giver, X-,,X* is independent from

c"X4 given b y

Li..i

Inc~e Y ice, x ,-c'on !: on e xmar-es the transformation

J X1$~ X5 T when Y--,' -C M

Iresu ItIs rro. 2 W that 1' has same mieesure as M, and IV has

mea~!re z e ro ir> 2.Consid-ering only the set 1Awe vw!II have

d _ 2 -P, p ,P- X -.-, I+sz**f' dX I**X'H*ds**

end the distribution of S41. given X*X*4 is the same as that of

S* given X1*X*.
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Given the proper definition of S=S* on MI, S=S** on M2 we

will have.

f(X)dX 2-P2P(P" )12h(XIX) (XX)- i/211S " ( p  dX'XdS

and given XOX, S has distribution
E(2P(')/)(TS)] dS/ T+Sl ' i~e

i p-j+l

3.7 Consider, he space defined by all X given X'X, if G is a group

operating transitively on XXIX, there exists at most one probabil-

ity measure on that space that is invariant under G.

if we consider the group G of orthogonal matrices 0 operating
n.n

- on X, X- OX, It is geometrically obvious that G operates transitively

on X IX'X, on the other hand, it is straight forward that the condl-

tional distribution of X given X'X Is Invariant under G since (OX)'(OX)
I 4

X'X, therefore it is the unique distribution on XJx'X Invariant under G.

Suppose now we wani to "pick at random a p dimensional orthonormal

basis In the N dimensional space; by this Is meant choosing X such

that XtX = I and that the probability distribution of X be Invariant

under the orthogonal group; it sufficies to take X with probability

distribution f(X)dX =g(X'X)dX and normalize by X=YTv, Y will be the

basis desired. To construct such a basis, one can take X1,o...X
p

and use the Schmldts' orthogonalization process. Alternatively, one

sees that one can choose at random a unit vector Y1 in the N dimen-

sional space, then a random unft fector Y2 in the space complement

to Y, and so on; at the ith step, one takes a random unit vector

YJ In the space complement to that spanned by y1,*yj-lo By random

unit vector Is meant a vector that is equidistributed on the unit

sphere of the N-J+I dimensional space.

777 .- ,



3.8 From 3,5 we see that, In case (X)dX = h(X'X)dX, a minimum

variance unbiased estimate of a function of the parameters, if

it exists and except for a condition of completeness on S, will have

to be found among the solutions of the integral equation

Y, N(S) i .. (S) (S S SldS

4°o Further generalizations of Thompson's distributions can be

tried in several directions.

4.1 One can try to obtain the conditional distribution of a sub-

sample of a sample X with probability distribution f (X)dX,

given the mean 7 and the variance S- of the sample, in the general

case,when (X) is not spherical. This is possible when one has

the probability distribution of the couple of statistics 7,S2 for

a saMple of any size; references [5], [6], [7] deal with the

derivation of such a distribution.

One writes the joint distribution of = ( I ''

and of the variance and mean S,2 7 of an independent sample ofn n

size n = N-k, (where N is the size of X), makes the change of

Avariables, (as shown in [2]),

7 n f 7(N-k) - k/(N-k)

S = S2N/(N-k) - (N - 7)2/k2 (N-k) -( - /)'( - )(N-k)

whose Jacobian is (N/N-k) and divides by the distribution of 7,
2
S.

IfV(S 2 ) is the probability density of 7, S2 one has
0nn n.~ n
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Y N (X7 S2)

over the proper domain (namely S o)and the recurrence formula

YN(3'S2) n n n ~ 4()(1-~d

where the summation is performed over the proper domain.

This formula may be useful when "n cnb banddrcl

without too much difficulty for small n.

* In case n=2 one will perform the rotation

YJ (Xl-X 2 ) /2 X1 (yl+y 2 )IVWr

(X 1,+X)/2V

=y,1i/2 S2 =Y/2 0

4.2 One can also be interested in the distribution of the

sdentized ,namely t (~-3)/S.

One w~rites the joint distribution of = Ja ( ) and

Of S,3n makes the change of variables t 7n -X)ISn and

integrates out X7n'Sn; the density of t is

h~t) flf~n(XnS n c~ +tn)Snd nSn

then one makes the change of variables

t = (t + Tkilkk)SIS~

= (t+-Tk/N-k)/N/N-k)Tk/(N-k)a-t't/(N-k))1

= [t + Tk/(N-k)]/(N/N-k)[I - Tk/(N-k) -Stk/N)]1/
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The Jacobian of the transformation is

D = [(N-k),N]( -2/2 i -[k k+ -(k+2)/2
U(N--k)/I(N-k + tct)/N

(k- 2)12 k2/
[(N-k)/NI u-2)/ T2 k/(N-k) -S k/N]

t

This can be shown as follows, let

E =[-t't - k2T2I(N-k)]/(N-k)

= t + kT/(N-k)

direct computations shows that

D(t) -3K/2 (N-k- [(N-k) + I + te
the determinant is that of the matrix

(N-k) e(I + [U/(N-k)]u'u + [I/(N-k)l ] YL'L?

where u is a row of one u (1...I1, it results from the identityI I I lY'X
+::k+ + X Y1Y2  I Y+XYi,

X ' I + Y2Xa

that this determinant is

* (N-k)k k[( + )(I + k

: = (N-k)k-24pk-14,,

which gives the result above. Then, g(t)dt is easily obtained as

g(t) = lt4

In case k=i this reduces to

i,3



IF

D(t)

4,3 Another line of generalization arises from the consideration

of distribOtions admitting a sufficient statistic (scalar or

vector). The problem is to find the conditronal parameter free

distribution of a subsample of size k given the sufficient

statistic obtained with a sample X of size N. Nothing very

general can be said about this problem without making further

assumptions.

In case the distribution of an individual observation

belongs to Koopman's family, with one parameter) namely

(Xj)dXj = exp[g(Q)+t(Xj)h(Q-) + If (Xr)]dXj,h' 7 0

a change of scale of the parameter in an interval where h(Q) is

monotone gives

(X )V (X dP(xX =()e i
i i i G)P dXi

Then, it is well known that the characteristic function of the

sufficient etatistic T(X) = t(Xi) is

, ) (u) =
T(X)

This is straight forward since

fut() et (X) feU+x] (X)i e f(eX ~e dx =g(Q)/[g(Q+!u)j
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In any case, the probability distribution of T(X) can be obtained

by recurrence, using the classical convolution formulas. Under

proper conditions of continuity and boundedness, [ 14 and with

obvious notations,

Pn+k (Tn+k = (Tn+k Tk)pn(Tn)dTn

fPn(Tn+k-Tk)Pk(Tk)dTk

To obtain the distribution of a subsample of size k given

the sufficient statistic T(X) of a sample X of size N, one gets

the distribution of T( 1) .oT(k) given T(X) and comes back

to the original variable The characteristic function of

kk
T( T( k ) is [g(Q)]k/F g(g+uj), that of Tnk =

T(X) - T( ) is W()/ (Gi)]N -k that of T( )ooT(EkTnk

k

Is [g(Q)]l /[I T(Q+v)] IT g(+luj) hence the characteristic

function of T(j )aooT( k),T(X) is

k

[g(Q)]N/[g( +iv)]N-k+(
1g(Q3 "[(G~i~l T 9[9+1(U +v) I

u 1T(Tr )+.+u T(9 )+vT(X)
since E )

(u 1+v)T( I )+o+(uk+v)T( T k)+vTN-k=E[ei I
[ -. I
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from which one gets the characteristic function of T(C .1~).T( k)

* given T(X) whose characteristic function isf

The result is JITX[(+v) Tg~iu-))d

It is always possible to obtain the probability distribution

of Y given T(X) by writing the joint probability distribution

of T( T(~ and T N- ()- T(9 ), making the change

of variables Tlk= T(X) - Tc ) and dividing by ttie distribution of

T(X). To obtain the distribution of T(~ ie T(X) one writes

the joint distrbution of T(.E) and Tm.k, makes the change of

variables T =T(X) - T(E ) and divides by the distribution ofN-k
T(X). If T = T(X) is complete and if ?l(Tn) is a

sequence of unbiased estimates of a function g(G) of the parameter

* Q, then

i,.e., mninimum variance unbiased estimates are to be found among

the solutions of the integral equation above. Also,

PIG f~~T)d

will be an unbiased minimum variance estimate of E[ E~j4C)

if it exists.

NO -MAW
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Since the characteristic function IA(IXI) of a set A is an

unbiased estimate of

TA f(X I ) dX I

the best estimate of this measure will be given by

f~i lT)d
and consequently the best estimate of 4'(XI) by f(E IT ) The

discrete case can be treated in a similtar way.

4.L4 In this paragraph, the straightforward technique mentioned

above is applied to several Important distributions.

al Foisson's distribution.

In case

P(Xj) = e mm xifX

X1 +.0+ N7 is a sufficient statistic, Poisson dist'ributed

and it is complete, one obtafns

r(; E)= l-(k/N)] [l/(N-k)] k N

on the domain N7 - k o

In case k=N,, one obtains the well known result

k

P 7) (NZ 'a I TT2

the best estimate of P(X1 L X) is

ItI



x

also

if his now 7 i suficentfor a, complete, and MY is

r~,h itiueone obtains

r [Nh] IT kh

F rr(h)Jkr[(tN-k)h3

IJ -/7)~ k k 4. NY

i . . te i/N7areparameter free

BEkh,(N-T)ti] N X7 N 7

e, k /MT' is 8[khAN-k )h] distributed.

The best estimate of P(X1 .x) Is, for x N7

xI

bt ) In case hl, r (c,h) is the exponential distribution, one

obtains,

= ~ ~ ~ ~ k 7)Ny P4)).IC)k.

(N)', r (N k') T.1
X N1
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-4- k-I N-k-I

f( 1 )d I = B/.B(k,N-k)] (-- (I- -- d(k /N )
kR N7

The best estimate of P(X. . x) is, for nZ N7,

i N-2 ~
o[D/ B(IN-)] (I- gINX, -" I dtiNX) 41 0 i

0

b") The case of the so-called Weibull's distribution
oI- I -(PXi~

: (Xi)dXi =!(P(PXi) e dX i

for klnown . is no; different from that of the exponential

distribution except for a change of varfable.

c) Binomial distribution

X isO with probcbi!ity 1-p and I with probability p,

X* = X1 "-o-XN i.; suffic.ent, complete and Binomial distri-

buted

P( X-

j-1ih +*
*- k N

iP( Ix,) = -- i

a hypergeometric dis~tribut ion.

d) ultinomial distribution

- Mo Xm , .XI Xm
p(X!..X m ) = (N1/XI"...X P1  m xU+.°o+xm N

(XI,..,Xm) is a complete sufficient statistic X, (

I7

I- : ... ...



P( jX) -(X, )..(Xm)/(N) ~ eX

e) Rectangular distributiion,

f(x i)dXi = dX iIP-, o e-X 9

The observations being ordered X( )~*~X L(X ~X()

X(l~l) is a suff icientL ard comnpletle statistic.

One picks a set of k observations

r- Th e probab i I ty tI-hat

(k) =X(,, is 5k/' lC nd at '-~A X(N) isE 1-(YI(N) Jo

(k) X( M, (k

~ ~~ kti(N-k)/N]8i iXN) oZ~ )

f -(k)j X (N) )d ~k

LItI1J\ k) (N) dt (k) /X (N) - (k) X

LXW L LZ.X(

' n XI" Ks a sufficient and comrlete statistic.

The probab i Ii iy m-at x ~.i kid and that o i)x)

T:-e dist;ibut ion of (X X X =Y)i

(1)
(cuN)

-( e McX 1) + "')d Idl

Considering 7 x lei' X* be the complementary sample

of then

..........
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xt -

Y= x =(N-k)y'+k ~ - [) (N-k)/N)Y'+(k/N)(! X

I.e. Y' = [NY/(N-k)) - (k/N)C -XIII

the usual technique gives

' C X( 1),Xl) (N-k-2)!N 7 x

in the domain where the quantity between brackets is positive.

42k(_t ~ k-2 k( X - N-k-2
k( k-I)( k)[ (N-k)/NJEI[[

N4(7 - ())1(7 Xj)

dk dk(

N(7-XI) 1 (7- X(1))

in the same domain.

£The first formula is 'en agreement with a result by R. F. Tate,

1:15), P. 361, formula (7-8).
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Log-Normal Distribution

Estimation Problems I
by Andre G. Laurent

Department of Mathematics
Wayne State University

The use of the Log-Normal distribution has been rarely advo- I
cated in the literature devoted to industrial life testing and

failure theory, though considerable emphasis has been put on

that tool in papers dealing with sensitivity date and it has

been widely used as a model in the field of biological assays.

(Refer, however, to "The Exponential Distribution and Its Role

in Life Testing", Technical Report No. 2, May, 1958, by B. Epstein).

A somewhat extensive exposition of the history of the Log-

Normal distribution is given in [I].

A broad variety of realistic and "reasonable" hypotheses

about the mechanism of faiiure leads to a Log-Normal distribution

for the age of death or the intensity of the stimulus under which

failure occurs. Among them, that class of hypotheses which involve

random effects that are multiplicative instead of additive and

lead to the use of the central limit theorem0  For example, if

failure is caused by an accumulation of infiniteimal random

shocks whose effects are not independent but are sequentially

proportional to the already accumulated total effect. This is a

well known set up and a plausible model for failure data when an

ageing process takes placej

• !L "
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Let X be Log-normal distributed, i.e = Log X Is N(m,a")

dis.trihuted. The moments of X are

r2a2/,> rm

Mr(X) e r

whenine the expected value and variance of X

.. o 2 f2 m

S'"var[X : e (e -I)

while

E[Y] = m, logarithmic mean
2

,arrYl = o-. logaritlimic variance

Tho minimum varlarco unbiased estimates ot in i r - eino and

[rv1(n- i) 
2

y

rn and o- 2're ericasures otcentral tendency and dispersion

in the loqarlthmic ocole, t, cful corresponding characteristics

In the original scole of X are : = em thai is the median of the2 0-. 2 1 0..22

distribution and - = e or e

"Naive" estiratcs F an. are P.i and e S ,

y iin
exp[ ,o X = (,T-x;) is ti!, 3eor.,,lric mean of the

n

These two estimatec are not unbias.ed;

since Y is lJ(rni, , I e emo /21,)

and since the gercroting function oi S2 is (1-2o 2in)
e$2  o (n- )2

E[ : - 20 "Il)0
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We want to obtain estimates without bias

oe 'O2/2n k[ ( x) k 2k /(2n)k

a lso

ES k ]  r C k+(n-I)/2) 2k k

y r"[(n-1)i'2) o I3
k[(n-I)/2 _2k2

r [k+(n-I)/2)' Jy Ob U11 unuiased estimate of 
(r

iherefore 2k

r. /2 (-I) l[+(nl)/ 2)2
2k is an

unbiased osilmate of e0 - 2 / 2 n but this Is

S. /4(n3 ,, j jnF'n)

where 3 denoies the Bessel function of first kind of order

(n--3)/2,,

Since 7 and Sy are indeondent variables

eV[ ( n-3} 2S(n3} , -I)/2 ,(n-3)/212 y

(n3 (n-3)/2

is an unbiased estimate of em ;; since Y and Sy are

sufficieny statistics, t is a minimum variance unbiased

estimate of u.

2) One has
2  k 2k

eh  = C- h lk!]c-

therefore

F' [(n-!):2]Z [hIk! N2nki2] , is at; un-

ha- %,

bissed ostimate of e ,now this is
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' (n-)/2_ 3)/  I(n- 3)/2 (SY o2)
(SyV )(n - 3)/a

wher. I denotes the modifiod Bessel function of first kind

of order (n-3)/2.

SincP Sy is a sufficinft statistic, the minImum varience

unbiased estimoto of o ,2nd e0a.2 ]2 are respectively

__ r.-3)f2 T

r'[(n-1)/23 2.2, -(3) ,2(.y1'n) and

( 5y/7_n) (n-)

r(I-)! - ----__ .( n - 3 ) /2  -T(n-3)/2(SY V"n)
(S v') (n-3) 2

As a by-product, onc vi ll obtain 1'hQ mirnim *iariance un-

hiased esfinnl,;e of ony m:,ni" , M GO Uf X.

Since

E[er7 ]  -_ e' e r a-  P.
or, - ha-2

dopends only/ 7', Gdi we hiv" ,v& unbiased cstimate of e that

p-, only on. viriJ h (n-1)r 2 /2n jwe got a minimum

v oreof nc. ubinscd ,b nr"s- c of a

L_rY. F(n-l/2 I(3 T(rn-))/2(r~y )n

Po 27 c- on %;es

I;j J. C. Aitchinson anci J. A. C; Erown, "The Lot-Normal Distri-

bution," C;mbridg. , i j'7,

n ,

S
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